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Introduction

Wearable devices are nowadays widely studied for purposes like fall detection or for tracking the overall
level of daily physical activity on both healthy people and patients suffering from different diseases.

Moreover, in the last few years, many studies have been proposed regarding activity recognition using
wearable devices. This would be useful for specialists for monitoring the activities performed by subjects
and their real physical abilities in a noncontrolled scenario. Different works are present in the literature
dealing with the activity recognition, but most are limited to recognizing a predefined set of activities [1].

Most of the literature regarding activity recognition does not face the problem of classifying activities of
interest performed among activities that are not, i.e., unknown activities for the classifier. We have proposed
a novel method, aimed at improving the activity recognition accuracy in presence of unknown activities (i.e.,
in real-world settings). The approach is based on an ensemble of different classifiers, a filtering procedure,
and a final voting mechanism.

Approach

Here we will describe in detail the proposed approach that allowed to reduce the number of
misclassifications of unknown activities and to increase the overall accuracy of the classification of the
activities of interest. The approach we propose in our paper [2] is an improvement of the baseline approach
we presented in our previous paper [3]. In the following, we will briefly describe the baseline approach and
the employed dataset. Moreover, we will describe the multi-classifier extension and the two additional used
techniques: (1) detecting and removing outliers and (2) using an ensemble method with a voting system.

Dataset and Previous Work

In our previous paper [3], we described a novel dataset and an approach for recognizing a set of ADL.
Concerning the dataset employed, it contains the recordings of 17 ADL, performed by 8 different healthy
subjects, while wearing wearable devices on their body. In our analyses, we have only considered
accelerometer data obtained from wrist device. In addition to the 17 ADL, the original raw data published
online in conjunction with our previous work also contain unlabeled data recorded between the execution of
the various activities: we relabeled all this data with the generic label “other”.

To resume the baseline approach from our previous work, the first step concerns extracting the feature
vectors and the associated labels, by using a sliding window approach, considering only the accelerometer
data. During the features extraction, the sliding window passes over the data and, for each axis (X, Y, 2),
different measures are extracted from the data contained in the window obtaining a total of 24 features.
After extracting the features, and split our data into training and test set (75% and 25% of data, respectively),
we trained an SVM model with the data and then test its accuracy to discern the 17 ADL.

Limitations. The focus of the baseline approach was limited to recognize a predefined set of activities from a
test set containing only well-defined activities. When we tried to adopt such an approach to real-world data,
we faced a more challenging issue: the activities of interest are mixed in-between a plethora of not well-
defined other activities performed during the day. For this reason, in this study, we focus our attention on
discerning our activities of interest also from "other" data.

Using Multiple Classifiers

Analyzing the results obtained by the Baseline Approach (SVM-based), we have reasoned about the fact that
every Machine Learning algorithm can behave differently on various portions of the same dataset. Distinct
classifiers can have strengths and weaknesses, and regarding weaknesses, the problem leads to obtaining
erroneous classifications. We had also in mind the principle of ensemble learning, i.e., combining multiple
classifiers to potentially increase the accuracy, efficiency, and robustness w.r.t. the single classifier.

Our approach is based on the idea of ensemble learning and combines the results of different classifiers:

4) a k-Nearest Neighbour model (k-NN)
5) a Gaussian Naive Bayes model (GNB)

1) a Support Vector Machine model (SVM)
2) a Decision Tree model (DT)
3) a Random Forest model (RF)

We have tried to combine algorithms based on different foundations and theories to avoid the pitfalls that a
solution based on a single classifier can face. Therefore, starting from an input dataset containing 24
features, we executed five classifiers instead of only one and obtained as output five lists of candidate
activities.

Detecting and Removing Outliers

By analyzing the predicted labels obtained from every single classifier, we discovered that often many
transients outliers appear in the list of predicted labels. In our case, we would call outliers those few
samples that are predicted as label j in the middle of a long list of labels k.
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For example, according to predictions, while performing the walking activity for a minute, a subject would
have started to brush teeth for 0.5 only seconds: this kind of behaviour is due to short movements that are
wrongly associate by the classifier to another activity (e.g., brush teeth). By considering a minimal
reasonable length of an activity we tried to detect these outliers and remove them, by "smoothing" the list
of labels that we can obtain from each of the considered algorithms. To filter out the outliers, we have used
a method based on a sliding window, consisting of computing the mode over a set of labels.

Voting System

The final step of our approach takes as input the five lists of labels already filtered from outliers and
produces a final unique list of labels by relying on a voting mechanism. Since we have decided that each
classifier has equal weight, we simply take the majority. For each sample, we set as the final label the label
that is present more than three times in the classifiers’ predictions for that sample; if the most present
prediction has no majority, we set "other" as the final label for that sample.

Comparison Method

When comparing the accuracy of the proposed method, we will not only compare the obtained results by
using the F1 score: we will also consider as measures (1) "other” data correctly labelled as "other" (TP Other
for short) and (2) average amount of data regarding activities of interest that are wrongly labelled as "other"
(Avg FP Other for short).

Considered metrics help us to measure the problem of misclassification and to make comparisons among
different approaches. Every model that we have created during our tests was subject-dependent: we trained
a model on training data of a subject s and we tested that model on the test data of the same subject s. We
then averaged over all eight subject’s data.

Results & Forthcoming Research

In the context of activity recognition and about reducing the amount of misclassified samples when dealing
with real-life scenarios and daily recordings, we have proposed a method able to increase compared to a
simple SVM-based classifier. The approach, in fact, based on an ensemble method with a voting system and
on a technique able to filter outliers has been able not only to increase the amount of "other" data correctly
classified, but also to increase the overall accuracy measured as F1 Score and at the same time to reduce
the amount of data that were wrongly classified as "other".

With respect to the previous SVM-based baseline approach, our current proposal is able to increase the F1
Score of 5.5%, the amount of TP Other has increased for a total of 11.1% (equivalent to a reduction of 28.5%
of misclassified data), and average FP Other has decreased of 15.5%. The observed differences for both F1
Score and TP Other are statistically significant.
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In our future work, we plan to test the capabilities of our proposed approach by using other datasets
publicly available online and to compare our results with those achievable with methods present in the
literature. Additional tests could be made by varying the combination of machine learning algorithms used
in the voting step.
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